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Abstract—High Bandwidth Memory (HBM), as a key 
development trend in future memory chip technology, 
significantly enhances computer performance. At the same 
time, the thermal challenges arising from its stacked 
architecture have drawn considerable attention. Most 
existing studies on HBM thermal management are based 
on Fourier’s law, neglecting the non-Fourier effects 
introduced by the micro/nanoscale structures within HBM. 
In this study, the Monte Carlo method (MC) is employed to 
solve the phonon Boltzmann transport equation (BTE) and 
investigate the impact of non-Fourier heat transport on the 
thermal behavior of HBM structures. The results reveal that 
non-Fourier heat transport leads to a junction temperature 
that is 59.8 °C higher than that predicted by Fourier’s law. 
Furthermore, it is found that the phonon transmittance at 
the chip interlayers has a severe impact on heat dissipation, 
with the temperature variation reaching up to 56.6°C. These 
findings provide more accurate thermal insights, which are 
critical for the optimized design of HBM systems. 

 
Index Terms—High Bandwidth Memory (HBM), phonon 

Boltzmann transport equation (BTE), thermal management 
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I. INTRODUCTION  

IN recent years, the rapid progress in artificial intelligence 

and big data technologies has significantly heightened the 

demand for high-performance memory systems [1], [2], [3]. 

Consequently, Joint Electron Device Engineering Council 

(JEDEC), the leading standardization organization for 

semiconductor memories, has introduced a cutting-edge 

solution known as high-bandwidth memory (HBM) [4]. HBM 

uses a 3D stacked architecture to achieve ten times higher 

bandwidth than traditional Double Data Rate 5 (DDR5), but it 

also brings more serious thermal problems [5], [6], [7]. HBM’s 

smaller surface area, higher power density, and greater 

interlayer thermal resistance all deteriorate the heat dissipation 

of the chip [8], [9], [10], [11]. The resulting high temperature 

will directly affect the signal transmission and electrical 

stability of HBM [12], [13], [14]. Therefore, studying the 

internal temperature distribution of HBM is crucial for its 

further advancement and utilization. 

The practical heat management issue in HBM has garnered 

significant attention. Kim et al. [15] found that the thermal 

resistance generated by stacking chips can lead to a temperature 

rise of up to 55 ºC. Zhang et al. ’s study [16] indicated that the 

reduction of chip thickness to 1  would further exacerbate 

thermal diffusion. To address the high temperatures in HBM, 

researchers have proposed various heat dissipation schemes, 

such as microfluidic cooling [17], embedded cooling [18–20], 

[19], [20], and jet impingement cooling [21]. These methods 

have been shown to reduce the chip temperature by several tens 

of degrees Celsius. Many efforts have been made to conduct 

thermal analysis on HBM using Fourier’s law. However, as the 

size of certain structures in HBM decreases to the micro- and 

nanoscale, Fourier’s law becomes inapplicable [22], [23], [24], 

[25] and Fourier’s law-based thermal simulations may result in 

inaccurate thermal design rules [26], [27]. 

In the field of chips and transistors, due to their size, 

Boltzmann transport equation (BTE) is a popular model for 

efficient thermal analysis. Many scientific research institutions, 

such as Intel [28] and IMEC [29], have conducted extensive 

researches on the ballistic effect in transistors by iteratively 

solving phonon BTE. Over the past few years, Hua Bao’s group 

[30] has developed GiftBTE and has made excellent progress in 

the self-heating topic of transistors [31], [32], [33]. They found 

that considering non-Fourier thermal transport in fin transistors 
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would result in a temperature rise 40.5 ºC higher than that of 

Fourier's law [32]. However, compared to deterministic 

methods, the Monte Carlo (MC) method offers significant 

advantages in handling the complex structure of real chips, 

providing more flexibility and accuracy in simulations [34]. 

Cao et al. have conducted many in-depth studies on the hot 

spots of chips using the MC method [35], [36], [37], [38]. Hao 

et al., through electron-phonon MC simulation, found that 

Fourier’s law significantly underestimates the temperature of 

hotspots in transistors [39], which approached 40 ºC.  

In this work, the temperature distribution of HBM is 

numerically studied using phonon Monte Carlo simulations. 

Firstly, the size dependence of the temperature distribution is 

studied, and the impact of the non-Fourier effect on the 

temperature is evaluated by comparing the results of the Monte 

Carlo simulations based on both the grey and non-grey models 

with those predicted by Fourier’s law. Subsequently, to 

investigate the influence of the joints on the heat dissipation of 

HBM, interlayer thermal resistance is introduced. The effect on 

temperature is analyzed by varying the phonon transmittance 

and specularity at the joints. This work provides valuable 

insights for thermal simulations and the thermal design of HBM 

and similar devices. 

II. METHOD AND VALIDATION  

A. Boltzmann transport equation 

The Boltzmann transport equation is a commonly used 

model for heat conduction at the microscale and nanoscale [40], 

[41], [42], [43]. Compared with other small scale heat 

conduction modeling methods such as molecular dynamics 

simulations and ab initio calculations, BTE is suitable for a 

wider range of length scales [23], [34]. Although the phonon 

coherence is ignored, BTE can use limited computational 

resources to get its heat distribution accurate enough for the 

size of the chip [32], [37], [44]. In the BTE, phonon bundles are 

treated as particles, neglecting their wave properties, and it is 

used to describe the evolution of the single-particle probability 

distribution function ( , , , )f p tx k  over time. BTE in the 

frequency-dependent relaxation-time approximation is 

generally expressed as [41]  

 ( , )
( , , )

locf f f
p f

t p T


 

 −
+  = −


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V  (1) 

where (k, )p =  is the phonon angular frequency, p is the 

phonon polarization, T is the temperature, 
kg = V  is the 

phonon group velocity and   is the phonon relaxation time. 

Also, 
locf  is an equilibrium (Bose-Einstein) distribution 

parametrized by the local pseudotemperature. The equilibrium 

solution of Eq. (1) at temperature T is given by the 

Bose-Einstein distribution 
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where bk  is Boltzmann’s constant. 

When the conventional MC method is used to solve Eq. (1), 

the scattering process does not strictly satisfy energy 

conservation [43], [46]. To solve this problem, multiply Eq. (1) 

by   and define e f=  and 
loc loce f= to obtain the 

energy-based BTE 

 ( , )
( , , )
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p e
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In this formulation, each computational particle represents a 

fixed amount of energy e f=  and a strict energy 

conservation is achieved by conserving the number of particles. 

In addition, the conventional MC simulation is a low 

signal-to-noise (S/N) ratio when departure from the equilibrium 

distribution is small [47]. The variance reduction method can 

effectively reduce the influence of statistical noise on the result. 

By defining an equilibrium energy distribution 

( , )
eq

eq eq

T eqe f T =  as a control variate, the deviation from 

equilibrium 
eq

d eq

Te e e= −  can be solved. Eq. (3) can be recast as 

[37], [44] 
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The choice of 
eqT  should satisfy ( )eq eqT T T− , control variate 

eq

eq

Te  is close to the actual distribution e , thus providing an ideal 

condition for variance reduction. 

B. Monte Carlo solution of BTE 

Phonon MC method is a stochastic method to solve phonon 

BTE, which can effectively solve the heat transport problem of 

complex geometry and arbitrary heat source distribution [49], 

[50], [51], [52]. For deviational energy-based BTE, MC 

method generates samples from the initial deviational energy 

distribution ( 0, 0)de t= =x . The samples arrive at a new 

location through drifts and scatterings, and a new distribution 

( , )de tx  is obtained by statistics on sample in each ( , )tx . 

Phonon-phonon and phonon-boundary scattering are 

considered in the model. Here, de  is sampled by N 

computational particles using 
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where is  is the sign of a computational particle given by the 

sign of 
eq

d eq

Te e e= − . If the deviational energy is positive, a 

positive particle is produced, and vice versa a negative particle 

is produced. ( , )D p  is the density of phonon states, given by 

2

2

( , )
( , )

2 ( , )g

k p
D p
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
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 
= . 

The total deviational energy of the system is calculated by 

combining the contributions of all the sources. Abhishek 

Pathak et al. [53] derived the contribution of the initial 

conditions and isothermal boundary to the deviational energy. 

According to their method, we add a volumetric heat source 

[32], [38] 
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Here, initT  is the initial temperature, H  is the Heaviside 

function specifying the direction of particle emission, n̂  is the 

inward normal to the isothermal boundary, and bT  is the 

boundary temperature. The deviational energy associated with 

the ith  source is given by 

 sin( )
4

d

i i

p t V

D
E Q dV d d d dt

  

   


=      (7) 

where, iQ  is the phase-space energy density associated with 

the ith  source, and dV  is the differential volume element in 

the position space. The total deviational energy d

totE  is obtained 

by summing the deviational energy of all sources in the system. 

The deviational energy of phonon bundle is calculated 

as /d d

eff totE N = , where N is the number of phonon bundles. In 

this study, N is 50 million to ensure the accuracy of the 

simulation. 

For the entire work, first, first-principles calculations based 

on density functional theory (DFT) and density functional 

perturbation theory (DFPT) were employed to obtain the 

interatomic force information of the relaxed crystal structure. 

Harmonic (2nd) force constants were extracted using DFPT by 

computing the linear response of the system to atomic 

displacements. Anharmonic (3rd) force constants, the finite 

displacement method was used, where a series of supercell 

configurations with systematically displaced atoms were 

generated, and the resulting forces were calculated using DFT. 

Secondly, these force constants are used as the input of 

ShengBTE to obtain phonon properties, including group 

velocity, relaxation time, and heat capacity. Finally, taking 

phonon properties as input, the phonon transport in HMB is 

simulated using the MC method. The flowchart is shown in 

Figure 1. 

C. Validation of the algorithm of the heat flux source 

To verify the correctness of the algorithm of heat flux source, 

a typical internal heat generation problem is calculated. As 

shown in Fig. 2(a), thermalizing boundary conditions with the 

same temperature T0 (300K) are set at the left and right 

boundaries, while the top and bottom boundaries are set as 

specular reflecting boundary conditions (specularity = 1). A 

uniform heat generation over the entire simulation cell is set, 

heat flux 15 3q 1.0 10 / mW=  . 

In this study, since the chips in HBM are all Si substrates, Si 

is used as a material. The sets of interatomic force constants 

(IFCs) for Si are obtained by using VASP [61] with 

projector-augmented-wave (PAW) [62] pseudopotentials and 

Perdew–Burke–Ernzerhof (PBE) [63] exchange and correlation 

functionals. A 10×10×10 k-point mesh is employed for 

Brillouin zone sampling. Supercells of 5×5×5 and 4×4×4 are 

used for the 2nd-order and 3rd-order IFCs, respectively. The 

phonon properties of Si are calculated using the ShengBTE 

code [64], based on these IFCs and 30×30×30 q-point mesh. 

The thermal conductivity of bulk Si is calculated as 142.3 

W/m-K, which is consistent with literature values [54], [60], 

[65], [66], [67]. The phonon grey model is used for verification 

and results (excluding those marked as non-grey). The grey 

model assumes that all phonons have the same properties. This 

leads to the grey model being unable to take into account the 

 
Fig. 2.  (a) Schematic diagram of internal heat generation problem. (The 
square body with side length L is uniformly heated inside. Isothermal 
boundaries T0=300K are added to the left and right sides, and the upper 
and lower boundaries are adiabatic boundaries of mirror reflection.) (b) 
The numerical results of internal heat generation problem verified with 
GiftBTE (The dimensionless temperature T* is defined as (T-T0) 8κ/q/L2; 
the dimensionless coordinate x* is defined as x/L. Among them, T0 = 300 
K is the cold source temperature, κ is the material bulk thermal 
conductivity, q is the input heat flux, and L is the structural unit 
characteristic size.). (c) The in-plane thermal conductivity of silicon thin 
films versus thickness. The black solid squares represent the results of 
this work, the red solid lines represent the theoretical solution results 
[45], the hollow graphs represent the comparison of experimental results 
[54], [55], [56]. (d) The out-plane thermal conductivity of silicon thin films 
varies with size. The black solid squares represent the results of this 
work, the solid graphs represent the comparison of simulation results 
[57], [58], and the hollow graphs represent the comparison of 
experimental results [59], [60]. 
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Fig. 1. The calculation flowchart of the Monte Carlo method based on 
first principles calculation. 
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influence of phonons of different wavelengths and frequencies 

on heat conduction. So, the grey model is limited in that it 

cannot describe the anisotropy of materials and its simulation of 

thermal conductivity is not completely precise. However, due 

to its relative accuracy and low computational cost, the grey 

model is a widely used simplified model in previous work [38], 

[68], [69]. 

The results obtained through MC simulation are shown in 
Fig. 2(b). In Fig. 2(b), x* represents the dimensionless 

coordinate, which is defined as x/L. Fig. 2(b) shows the 

distribution of dimensionless lattice temperature T* in the 

internal heat generation problem, which is defined as 
2

0 k q/L（T-T） 8 / . As shown in Fig. 2(b), the results for 

different sizes obtained by MC are consistent with the iterative 

solution of GiftBTE [30]. For the size of 3000 nm, we also 

calculated the analytical solution based on Fourier’s law. 

According to the heat conduction equation 
2

0
d T q

dx k
+ = , the 

analytical expression of the temperature distribution can be 

derived as 
2 2

02
( ) (1 )

2

qL x
T x T

k L
= − + , which is represented by the 

blue solid line in Fig. 2(b). All the above results indicate the 

correctness of the internal heat source in the MC method. 

To verify the accuracy of the model, the in-plane and 

out-of-plane thermal conductivities of the silicon film were 

calculated and compared with the previous work, as shown in 

Figure 1(c) and (d). The black solid squares represent the 

calculation results of this work, which are in good agreement 

with the simulation results (solid graphs) and the experimental 

results (hollow graphs). HBM can be regarded as a multi-layer 

film stack structure. The above results can effectively support 

the reliability of the model. 

III. RESULTS AND DISCUSSION 

Fig. 3(a) shows the simplified HBM periodic structure [9], 

where the grey part is the Si-based chip, the blue region denotes 

the joint structure between chip layers (typically a lead-tin 

alloy), and the remaining area corresponds to the underfill layer, 

usually composed of an organic material. The smallest 

repeating structural unit in HBM is selected as our simulation 

domain. Due to the complex microstructure and heterogeneous 

composition of solder materials, along with the relatively small 

thickness of the joint structure, simplifications are often 

necessary in thermal modeling. In Fourier-based simulations, 

solder layers are typically treated using an equivalent thermal 

conductivity approach [15], [70]. For non-Fourier heat 

conduction scenarios, such alloy interlayers can be effectively 

approximated as thermal interfaces [71], [72], [73]. 

In our simulation, inspired by the treatment of HBM in 

Fourier-based models [70], the I-shaped structure is maintained, 

while the interlayer thermal resistance is modeled using a 

transmissible interface to modeling the effect of the joint 

structure. By referring to the joint thermal resistance in the 

comsol macroscopic model, the transmittance at the interface is 

set to 0.75 and the specularity is set to 0. Meanwhile, the 

temperature distribution in the case without considering the 

joint structure is also calculated for comparison. The bottom is 

set as a heat source with constant heat flux to simulate the heat 

generation of the chip. Since the actual heat source of the chip 

has a certain thickness, a 5 nm thick heat source was set in the 

simulation. Comprehensively consider the heat generation of 

the bottom logic chip and the thermal coupling of components 

such as the GPU, heat flux 17 3q 5.34 10 / mW=   [74]. The top 

surface is set as an isothermal boundary at 300 K to represent 

natural heat dissipation at room temperature. In the x and z 

directions, periodic boundaries are adopted, and one period is 

taken in the y direction. The remaining boundaries are assumed 

to be adiabatic. Further details can be found in Fig. 3(c) and (d). 

The thickness of the connector is usually half that of the chip 

[19], [20]. Therefore, when L = 100 nm, the joint size is a = b = 

20 nm, and the joint size varies proportionally with L. 

In order to quantitatively analyze the impact of non-Fourier 

effects on in-chip temperature rise prediction, the temperature 

distribution of a single HBM structural unit with feature size L 

is shown in Fig. 4(a). Where the dimensionless temperature T* 

is defined as 0 k q（T-T） / /L , and the dimensionless length Y* 

is defined as y/L. For Fourier solutions, there is no correlation 

between the temperature distribution of the structural unit and 

the structural feature size. However, when the non-fourier heat 

transport is considered, the simulation results from the MC 

method differ significantly from those predicted by the Fourier 

model as the structural feature size decreases. Notably, when 

the characteristic size of the HBM structural unit is reduced to 

100 nm, the highest absolute temperature predicted by the two 

methods is 95.2 °C for the MC simulation and 35.4 °C for the 

Fourier solution, as shown in Fig. 4(b). Due to the interfacial 

thermal resistance, both of them exhibit a significant 

temperature jump near Y*=0.5. Since the characteristic size of 

the system has reached a magnitude comparable to the average 

free path of phonons, phonon ballistic transport and phonon 

boundary scattering deteriorate the thermal conductivity of the 

system [75], [76]. This leads to the junction temperature 

 
Fig.  3. (a) Schematic diagram of HBM structure, the grey film is silicon 
and the blue bump is alloy. (b) Structural unit of HBM. (c) Structural 
dimensions, including feature size L, single-layer chip thickness Z, joint 
width a and height b. (d) Schematic diagram of boundary conditions. 
The red arrow at the bottom represents the heat source of size Q, the 
blue line at the top represents the isothermal boundary (300K), and the 
green bar in the middle represents the interface. 
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obtained by MC being much higher than the Fourier solution 

which is dominated by diffusion phonon transport. The result of 

MC is 59.8 ℃ higher than that predicted by Fourier solution, as 

shown by the red solid line and the black solid line in the figure. 

Even when the film thermal conductivity obtained by 

considering phonon scattering at boundaries is substituted into 

the Fourier model, as indicated by the dashed black line, there is 

still a certain gap compared with the results of MC, which 

cannot be ignored in chip design. This discrepancy arises 

because Fourier’s law or even its modified versions, which 

assumes diffusive heat transport, fails to accurately describe 

phonon behavior at the nanoscale. The Monte Carlo (MC) 

method was adopted as a numerical solver for the BTE, 

providing a more physically accurate prediction of nanoscale 

heat transport [77], [78]. 

In Figure 5, two simplified MC models are considered. To 

observe the temperature of the joint part in the structure, the 

joint structure in the region from Y = 40 nm to Y = 60 nm is 

retained in Fig 5(a). Fig 5(b) simplifies the entire joint structure 

in the region from Y = 40 nm to Y = 60 nm into an interface. 

There is no obvious temperature difference between the two 

simplified models. In contrast to MC, Fig 5(c) is the result of 

the Fourier calculation. It can be observed that in the MC 

simulation, the junction temperature within the chip is higher, 

and the temperature distribution is more uneven with hot spots 

[79], [80]. This is because, unlike the isotropic thermal 

conductivity assumed in the Fourier method, the Monte Carlo 

(MC) method explicitly accounts for phonon scattering at 

boundaries. These scattering events cause an uneven phonon 

distribution, leading to regions with higher phonon density and 

consequently localized temperature increases. 

It is worth noting in Fig 4(a) that when the silicon phonon 

non-grey model is used as input, it introduces a more significant 

non-Fourier effect. The grey model assumes that the free-path 

of all phonons are equal to an average value, this will lead to 

ignoring the effect of long free-path phonons. When a more 

detailed non-grey model is adopted, these phonons with long 

free-path generate more scattering events at the boundaries, 

thereby generating additional non-Fourier effects that cannot be 

observed in the grey model. This is reflected in two key aspects: 

first, the temperature difference between the non-Fourier model 

and the Fourier method is further amplified; second, 

non-Fourier effects influence a broader range of sizes. This 

implies that non-Fourier heat transport remains significant even 

at larger sizes, and Fourier's law fails to accurately predict the 

chip temperature distribution. In the HBM system, multi-layer 

chip stacking introduces additional boundaries, leading to 

increased phonon scattering, which exacerbates heat 

dissipation within the chip. Therefore, it is essential to consider 

non-Fourier heat transport in future chip designs. 

It can be clearly observed in Fig. 4(a) that there is a 

noticeable temperature jump in the range of 0.4 * 0.6Y  . 

This is due to the fact that the interlayer thermal resistance 

between the chip layers limits the heat transport. In the thermal 

design of 3D chips, the interface thermal resistance can be 

improved by changing materials, improving bonding processes, 

etc [81], [82], [83]. These methods essentially increase the 

interface transmittance [84]. Under different transmissible 

interface conditions, the average temperature at the interface 

were calculated. The influence of interlayer thermal resistance 

on heat transport primarily depends on two parameters: 

specularity and transmittance. Previous studies have shown that 

specularity has a relatively minor impact on thermal transport. 

At room temperature, assuming fully diffuse scattering 

(specularity = 0) yields results that are sufficiently accurate for 

practical purposes [85], [86]. 

In Fig. 6(a), we calculated the changes of temperature with 

the transmittance when the specularity is set as 0. It is evident 

that the transmittance of the transmissible interface plays a 

decisive role in the heat transport at the joint. As the 

 
Fig. 4.  (a) One-dimensional temperature distribution in y direction in a 
single structural unit, the Fourier method uses dashed lines for 
description, while the MC method uses solid lines. The gray model in the 
MC uses circular symbols, and the non-gray model uses triangular 
symbols. Different colors represent different sizes of L, and the values of 
L are marked in the figure. (The dimensionless temperature T* is 
defined as (T-T0) k/q/L, the dimensionless coordinate Y* is defined as 
y/L. Among them, T0 = 300 K is the cold source temperature, κ is the 
material bulk thermal conductivity, q is the input heat flux, and L is the 
structural unit characteristic size). (b) Comparison of temperature 
distribution in y direction within a single structural unit at L = 100 nm. 
The solid red line represents the results of the MC method, the solid 
black line is the Fourier result under the bulk thermal conductivity model, 
and the dashed black line is the Fourier result under the thin film thermal 
conductivity model [67]. 

 
Fig. 5.  Temperature distribution cloud map. (The illustration shows the 
schematic diagram of the corresponding structural unit: the bottom is the 
heat flow source, the middle is the interface structure, and the top is the 
isothermal boundary.) (a) Phonon MC solution, L=100 nm (I-shape); (b) 
Phonon MC solution, L=100 nm (Square-shape); (c) Fourier’s law, 
L=100 nm. 
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transmittance decreases, the temperature of the chip increases 

sharply. With a transmittance of 0.2, the temperature rise is 

56.6 °C higher than when the transmittance is 0.8, and Fig. 6(b) 

shows that the interlayer thermal resistance varies by 8 times 

under the two transmittance, highlighting the crucial role of 

interlayer thermal resistance in the heat dissipation of HBM. 

The interlayer thermal resistance is obtained by dividing the 

temperature difference of the 20 nm joint by the average heat 

flow. To verify the reliability of this thermal resistance, the 

thermal resistances of the Pb-Sn and Si-Sn alloys were plotted 

in Fig. 6(b). The Pb-Sn alloy is a commonly used solder for 

HBM [87], and the thickness of the Si-Sn alloy film is 

consistent with this simulation, which is 20 nm [88]. In Fig. 

6(d), it can be visually observed that there is a uniform 

temperature gradient at the joint under high transmittance. 

While in Fig. 6(c), the low transmittance hinders heat transfer 

and causes a temperature jump at the joint, which is harmful to 

the thermal management of the chips. Therefore, high 

transmittance joint materials and bonding processes are 

urgently needed in HBM thermal management. 

Due to the actual cooling of the chip system is not ideal, the 

junction temperatures of the HBM system under different 

boundary conditions were calculated, as shown in Fig 7. When 

setting the Dirichlet boundary conditions, the system is ideally 

cooled, and the junction temperature tends to stabilize over 

time. When setting the Von Neumann boundary conditions, 

usually, the heat generation power of the chip is greater than the 

heat dissipation power, energy is continuously input into the 

system. As a result, the junction temperature increases 

monotonically over time. As the cooling power increases, the 

junction temperature within the HBM system is reduced. 

IV. CONCLUSION 

The phonon MC is used to simulate the temperature 

distribution in the 3D structure of HBM memory chip. The 

numerical results show that the traditional Fourier model 

significantly underestimates the junction temperature of the 

chip at small scales, reaching 59.8 °C. This difference will 

intensify as the size decreases. Using the grey model, obvious 

non-Fourier effects can be observed below 3 . Using the 

non-grey model, due to the long free-path phonon effect, this 

critical size is expected to expand to more than 10 , which 

is the size achievable in chip design.  

Additionally, the chip temperature is compared under 

different interface conditions. The results show that the phonon 

transmittance at the joint is a critical factor influencing the heat 

dissipation of the chip. When the interface transmittance 

decreases from 0.8 to 0.2, the interlayer thermal resistance will 

increase by 8 times, which can generate a temperature rise of 

56.6 ℃. Meanwhile, the low transmittance will also cause a 

large temperature jump at the interface, which will lead to a 

large temperature difference within the joint, deteriorate its 

performance and be unfavorable for the thermal management 

of HBM. Materials and bonding processes with high phonon 

transmittance can be effectively applied in industry, 

significantly improving the heat dissipation of HBM. This 

study provides more reliable guidance for the thermodynamic 

analysis of HBM systems. 
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